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Rational Adoption: Coordination Games on Networks

Threshold model: M = (A,N,B, θ)
(A,N) is a network, B ⊆ A a behavior and θ ∈ [0, 1] a uniform adoption threshold.
Models are updated by

Bn+1 := Bn ∪ {i ∈ A :
N(i) ∩ Bn

N(i)
≥ θ}.

These dynamics are equivalent to the best response dynamics of agents playing a
coordination game with their neighbors:

B B
B x, x 0, 0
B 0, 0 y, y

with θ = y
x+y .

Pick one action and play against all simultaneously. The payoff is the sum of individual
utilities.

The blue part reflects an assumption of initial (possibly irrational) ‘seed’ of B players.

5 would maximize utility by adopting one round earlier.

Implicit epistemic assumption: agents only know the behavior of their neighbors.
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Outline

– Add an epistemic dimension

– Updates of epistemic threshold models according to normal update dynamics

– Define an update where agents predicts the behavior of agents one level lower than

themselves

– Explain prediction update by some results

– Further research
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Adding Epistemics

An epistemic dimension is added by using threshold models as epistemic alternatives:

We thus assume that both network and threshold are common knowledge.

Epistemic Threshold Model with sight k: M = (|M|, {∼i}i∈A)

|M| is a set of threshold models s.t. ∀M,M′ ∈ |M|,
ifM = (A,N,B, θ) andM′ = (A′,N′,B′, θ′), then A = A′, N = N′ and θ = θ′.

∼i is an equivalence relation on |M| s.t. ifM∼i M′, then

∀j ∈ Nk(i) ∪ {i} : j ∈ BM ⇔ j ∈ B′M′

where Nk(i) is the set of k-reachable neighbors of i.
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Updating Epistemic Threshold Models

ETMs may be updated using the previous update, but we must also update the ∼i’s:

Simply restrict each ∼i to satisfy the requirement from the definition of ETMs.

This doesn’t get 5 any better off, though.
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Updating Epistemic Threshold Modes: Learning
Restricting ∼i’s allow agents to learn about the initial configuration.

Example with sight 1, and only ∼d depicted.

Two states are connected iff the behaviors of c and e are identical.

Depending on the actual state, d’s learning may or may not be complete.
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Predicting Behavior

To help 5 out, we endow her with the power of prediction:

k-level Prediction Update

Given Mn and Bn fromM∈ |Mn|, the k-level prediction update of Mn produces Mn+1,
identical to Mn except that
– The k-level prediction update of Bn is given by

Bk
n+1 := Bn ∪ {a ∈ A :

|N(a) ∩ KaBk−1
n+1|

|N(a)| ≥ θ}

where KaBk−1
n+1 is the set of agents s.t. a knows that if these agents updated in

accordance with k− 1 level prediction update, then they will adopt in the next round:

KaBk−1
n+1 := {j ∈ A : ∀M′ ∼a M , j ∈ Bk−1

n+1}

with B0
n+1 the behavior set obtained if blind adopt update is applied toM.

– All relations ∼i are restricted to satisfy the requirement for ETMs.
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Predicting Behavior

To help 5 out, we endow her with the power of prediction: 5 goes Yay!

k-level Prediction Update

Given Mn and Bn fromM∈ |Mn|, the k-level prediction update of Mn produces Mn+1,
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Prediction Update: Example

Prediction update on an epistemic threshold model with θ ≤ 1
2 and sight 2.

Full arrows show transitions for level 0 prediction, dotted arrows for level 1 and dashed
arrows level 2.

Rasmus K. Rendsvig (LUIQ, Lund) Peer Review in a Publish or Perish Era Modality and Modalities, 20/5/’14 8 / 12



Results
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Proposition

Let M be a k-sight epistemic threshold model with actual worldM = (A,N,B, θ). Then

1. Predictions are correct: KaBm
n ⊆ Bm

n for all a ∈ A, all m, n ∈ Z+.

2. Predictions are not necessarily locally complete: possibly, Bm
n ∩ Nk(a) 6⊆ KaBm

n .

3. Increased prediction does not slow dynamics: for m ≥ k, Bk
n ⊆ Bm

n

4. Knowledge is does not diminish with prediction level: for m ≥ k, KbBk
n ⊆ KbBm

n .
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Main Result 1

Theorem 1
All prediction dynamics are fixed point equivalent to blind adoption dynamics.
Specifically, for all k, if Bk

n = Bk
n+1 and B0

m = B0
m+1, then Bk

n = B0
m.

Corollary

The Cluster Theorem for the standard threshold update also applies to prediction
updates.

Rasmus K. Rendsvig (LUIQ, Lund) Peer Review in a Publish or Perish Era Modality and Modalities, 20/5/’14 10 / 12



Main Result 1

Theorem 1
All prediction dynamics are fixed point equivalent to blind adoption dynamics.
Specifically, for all k, if Bk

n = Bk
n+1 and B0

m = B0
m+1, then Bk

n = B0
m.

Corollary

The Cluster Theorem for the standard threshold update also applies to prediction
updates.

Rasmus K. Rendsvig (LUIQ, Lund) Peer Review in a Publish or Perish Era Modality and Modalities, 20/5/’14 10 / 12



Main Result 2

Theorem 2

Prediction is limited by sight. If ∼i is defined using Nk(i), then if m ≥ k− 1, then
Bm

n = Bk−1
n , for all n.

Theorem 2 provides us with an epistemic characterization of the standard dynamics:

Corollary

Prediction dynamics are step-wise equivalent to the standard dynamics exactly in
epistemic threshold models with sight 1.
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Further research

Fixed point definition of prediction update

Defining a suitable dynamic logic

Model anticipation: agents currently predict the standard dynamics, but do not
seek to influence them. We would like to define trend-setting reasoning: “If I
change my behavior prematurely, then those guys will follow – and then I will
benefit”.

Generalizations of the epistemic models:
I Drop common knowledge of network and thresholds
I Work with weighted, directed graphs
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