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The universal language of mathematics

It is a rather common belief that formal logic as part of the more precise language of mathematics is suitable for getting to the true meaning or logical form of everyday language statements which are themselves often ambiguous.
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- This belief presupposes that a natural language sentence consists of two elements, one being its content, the other its logical form.

- A logical analysis of a sentence can somehow reveal, or at least approximate, this supposed logical form.

- There is a special connection between the logical form and the ‘real meaning’ of the sentence, somehow the true form reveals the true content.

- This idea of logic as an “ideal language” suitable for revising or reforming natural language goes at least back to Frege and Russell, see (Frege, 1879), (Russell, 1905), (Russell, 1916).
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Although, this idea and its philosophical assumptions have been criticized extensively, its proponents are still common; for a well-argued defence of logical forms, see (Stanley, 2000); for criticism of the idea, see (Stokhof, 2007). In opposition to this view, I would like to argue for the following two points.

1. Formal logic is not suitable for getting to the logical form of a statement, because there is no such thing as the logical form of a statement as this is conceived in logic.

2. Rather, formal logics are artificial languages which are more predictable in some ways than natural languages.

3. However, logics also suffer from some of the same flaws as natural languages.

4. In some ways formal logics are vastly inferior to natural languages.
An imprecise sentence

This sort of thing is familiar from logic courses. An imprecise sentence such as the following is presented.

‘One American dies of melanoma almost every hour.’ (Devlin, 2012, p. 10).

Supposedly, this sentence literally means that one specific American dies almost every hour, which we know to be physically unlikely.
Rewriting the sentence

Devlin first suggests that the sentence is rewritten as follows to get to the *intended* meaning.

*Almost every hour, an American dies of Melanoma*

Let us briefly consider what Devlin actually does.

- The numerical ‘one’ is replaced by the indefinite article ‘an’.
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*Almost every hour, an American dies of Melanoma*

Let us briefly consider what Devlin actually does.

- The numerical ‘one’ is replaced by the indefinite article ‘an’.
- The adverbial phrase ‘almost every hour’ has been moved to the front of the sentence.
- The rewritten sentence supposedly literally means what it is intended to mean.
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I have some doubts about this distinction between literal and intended meaning.

- Devlin seems to me to be trading on an ambiguity in the word ‘one’. In some contexts it singles out a specific individual. In other contexts (as in the original sentence above) it only indicates a numerical quantity.
- Only on a very unlikely (or uncharitable) reading would we take the sentence ‘he catches one fish every hour’ to mean that it is the same fish he catches, we would take it as referring only to the quantity of fish.
- We might concede that Devlin has done something to remove this ambiguity.
- However, obtaining alignment between ‘literal meaning’ and ‘intended meaning’ requires knowledge of grammar, not mathematics.
- Further, the skills required have little to do with formal logic as we understand this - we are here in the area of hermeneutics, interpreting (and correcting) text.
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Traditionally, these formalizations are taken to reveal the logical forms of the sentences.

However, there is no such thing as the logical form of a sentence.

Formalization is more like translating into another language, although this is also not a very good analogy.
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How would we interpret these sentences

1. $\exists A \forall H (A \text{ dies in hour } H)$
2. $\forall H \exists A (A \text{ dies in hour } H)$

- Let us ignore the fact that the sentences are written in “Loglish”, mixed English and logic.
- Someone who knows tarskian-style semantics for first order logic, will in case of the first sentence first pick out an American and then for every hour assign his or her death.
- The second sentence is one where for every hour we pick out, we can find an American who dies of melanoma.
- However, this is all a trick. What I have done is that I have translated back into English Devlin’s intended meaning with these two (formal) sentences.
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- The first-order sentences are much more ambiguous than indicated in the above interpretation.
- The tarskian-style interpretation is propped up by the context surrounding the original sentences, which make us already restrict the set of models.
- In fact, there are many standard classical models of the above sentences which would make them true but which would not at all correspond to the intended meaning of the natural language sentences.
- For instance, a lot more than one American could die on average and still the second sentence could be true. There could be only one hour in the universe or even no hours and one of the sentences could still be satisfied. Clearly, that is not what is intended in the natural language sentence.
- Finally, the translation introduces a telling mistake, since the word “almost” has disappeared in the translation. It is not that easy to translate a “fuzzy” word such as “almost” into first order classical logic, its ideal model domain is that of discrete, countable, self-identical objects. This is not the world we live in.
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1. $\exists A \forall H (A \text{ dies in hour } H)$
2. $\forall H \exists A (A \text{ dies in hour } H)$

- Most people would get a lot more out of the sentences than the above interpretation allows.
- Aspects related to lexical meaning (e.g. An American is a human being) and aspects related to contextual meaning (e.g. the causal connection suggested between the disease and death), which the formalization into first order logic does not capture.
- Are these aspects less essential than the ones captured by the formalization? I do not see why.
- There are emotional aspects and so on.
And some general sceptical remarks

There are many more presuppositions (e.g. existential import) and implications (e.g. at most countable models), that make it clear that first order logic is (also) restricted to certain contexts.

- We should give up the fundamentalist idea that first order logic is somehow closer to the language of thought or reality than other systems. Perhaps we should even begin to look to psychology?
Logic and psychology

There is a strong bias against psychology in logic that dates back to Frege’s conception of logic. He famously wrote the following.

‘What if beings were... found whose laws of thought flatly contradicted ours and therefore frequently led to contrary results even in practice? The psychological logician could simply recognize this and say: these laws are valid for them, whereas others are valid for us. I would say: here we have a hitherto unknown form of insanity.’

However, there is some opposition to this restrictive dismissal of psychology in the logic community.

- Johan van Benthem has claimed there has been a cognitive turn in logic (van Benthem, J. F. A. K. (2008). Logic and reasoning: Do the facts matter? Studia Logica, 88, pp. 67–84).
However, there is some opposition to this restrictive dismissal of psychology in the logic community.

- Johan van Benthem has claimed there has been a *cognitive turn* in logic (van Benthem, J. F. A. K. (2008). Logic and reasoning: Do the facts matter? Studia Logica, 88, pp. 67–84).

Dissent

However, there is some opposition to this restrictive dismissal of psychology in the logic community.

- Johan van Benthem has claimed there has been a *cognitive turn* in logic (van Benthem, J. F. A. K. (2008). Logic and reasoning: Do the facts matter? Studia Logica, 88, pp. 67–84).
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Deontic logic is a branch of logic named by von Wright, where inferences concerning obligations and permissions are studied.

- Typically conceived as a part of modal logic, although there are many other kinds of deontic systems on the market. Standard deontic logic (SDL) is the normal modal logic D.
- Deontic logic has been troubled with a number of paradoxes, where intuitions and logical inferences do not match.
- There are also other problems, e.g. should deontic operators operate on action terms or on propositions?
- I now briefly review some experimental work done in psychology about deontic reasoning.
'If a person is drinking beer, then that person must be over 19 years of age.'

Remarks

• Studies conclude that people are better at the deontic reasoning task than at the alethic version.
• People are better at tasks with a specific content than at a more abstract task where some sentences have been replaced with letters.
• A limitation is the somewhat odd focus only on conditionals.
• What about the normative aspect of logic?
Other empirical work in deontic reasoning

Several other empirical studies have also been conducted in deontic reasoning, see (Beller, 2010) for a review of the literature until then. Particularly interesting among them is the study of so-called illusory inferences. These are inferences “that seem highly plausible but that are in fact invalid” (Bucciarellia and Johnson-Laird, 2005).
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Example (illusory inference)
Suppose only one action is permitted: Either “Take A or B, or both” or “Take C or B, or both”. Are you permitted to take B? (Beller, 2010)

- Most people erroneously answer “Yes”.

(Beller, 2010)
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Suppose only one action is permitted: Either “Take A or B, or both” or “Take C or B, or both”. Are you permitted to take B? (Beller, 2010)

- Most people erroneously answer “Yes”.
- However, if you take B, then you are both performing the first and the second action, violating the constraint that you may only perform one of them.
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- The free choice inference is the inference from the disjunctive imperative sentence (e.g. “Take A or B, or both”) to the conjunctive permission of every disjunct (“you may take A and you may take B and you may take both”).

- The study presupposes this inference to be correct although it is not valid in most formal deontic logics.

- One reason why people fail to perform the test correctly is probably also the dominance of the principle that a disjunctive imperative implies free choice, which is here overridden by a (higher-level) constraint on the performance of the action prescribed by the imperative.
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- Free choice inferences are generally perceived to be correct (both by the informants and the designers of the study)
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We can conclude two things from this brief analysis of the study.

- Free choice inferences are generally perceived to be correct (both by the informants and the designers of the study)
- However, it can be overridden in specific situations.
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The purpose of the psychological studies of deontic logic is to produce psychologically plausible models of how people reason deontically.

- These models are related to reasoning in a descriptive sense, but they do not in themselves provide us with the means to justify inferences as correct or reject them as incorrect.
- Getting there requires the tools of formal logic. However, this does not mean that logic cannot be informed by empirical studies. I would go so far as to claim that empirical studies can be used to find the boundaries of our theoretical models and to assess in which social domains they are likely to yield correct reasoning (most of the time).
- What I propose is the testing of our reasoning systems in much the same way as other theoretical models are tested.
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What should we do, when there is no fit between logic and linguistic intuitions?

- There is no simple answer here, as we both want our models to describe and prescribe correct reasoning.
- However, there are certain traditional answers, which are not sufficient.
- Some logicians protect the superior rationality of their approach, claiming that everybody (else) is a fool.
- Some delegate the dirty work of getting it all to fit with reality to pragmatics.
- Others confine themselves to dealing with purely technical matters.
- I suggest that we need to look at alternative ways of seeing the relation between logic and intuition.
Our language can be seen as an ancient city: a maze of little streets and squares, of old and new houses, and of houses with additions from various periods; and this surrounded by a multitude of new boroughs with straight regular streets and uniform houses. (Wittgenstein, 1958, Section 19).
A characterization of reasoning systems

A reasoning system is a fixed arrangement of components (a symbol system) that most of the time will give rise to correct patterns of reasoning when there is the right sort of fit between the model domain and the social domain in which the reasoning system is used.
Inspiration from Cartwright’s nomological machines

*It is a fixed (enough) arrangement of components, or factors, with stable (enough) capacities that in the right sort of stable (enough) environment will, with repeated operation give rise to the kind of regular behavior that we represent in our scientific laws.*

Characterization of the elements of a reasoning system

What I propose is that perceived logical correctness is dependent on three elements.

E1 A symbolic system and rules for its manipulation (basically the formulas of the system).

Traditional logic sees logical correctness as the fit between the first and the second element. This is in many cases too narrow. We need to see logically correctness as the fit between the second and the third element.
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What I propose is that perceived logical correctness is dependent on three elements.

E1 A symbolic system and rules for its manipulation (basically the formulas of the system).

E2 An idealized model domain characterizing some inferences as logical (formal semantics or theorems or rules).

E3 A social or psychological domain (the cognitive processes of a human being, the domain of discourse).

Traditional logic sees logical correctness as the fit between the first and the second element. This is in many cases too narrow. We need to see logically correctness as the fit between the second and the third element.
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- The correctness of the inferences of a reasoning system is only ceteris paribus. If the social domain is changed the reasoning system might not give us correct reasoning patterns any longer.

- As the social domain is itself to a certain degree a human construct, one might both consider changing the social domain, e.g. teaching people the right way to think, develop the concepts, and changing the logic when meeting inconsistencies between linguistic intuitions and formal logics.

- Social domains may have many different sizes, from the big domains of discourse, deontic, epistemic, and so on, to a highly shielded micro-worlds with lots of special assumptions being made.
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- Logical universalism cannot be upheld empirically - we are Fregean aliens.
- Although there are no logical constants in the traditional sense, the meaning of words like ‘and’ and ‘or’ and ‘every’ are also not just arbitrarily decided by the context.
- Therefore we must find a middle ground.
- I propose dynamic logical pluralism - different domains have different logics.
- Time to get more specific.
An empirical study of deontic reasoning
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The reasoning tasks were structured as follows. The student is given a couple of background sentences and asked whether another sentence follows. They could choose between the answers yes, no, or I don’t know.

Further they were allowed to comment on their response, which some did in some cases.
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Could we not leave all of this to pragmatics and concentrate on correct reasoning in the old sense? I don’t think that we can, and for several reasons.

- Pragmatics traditionally deal with the utterances of sentences in a conversational context and there may be many reasons why saying something true is inappropriate in a context, see (Grice, 1975).

- However, I did not ask the informants, what they would be willing to say in a specific context, I asked them about which conclusion they believe follows in a specific deontic context. The question whether they would find it appropriate to utter the sentence in this context is a different one and conversational pragmatics does not explain (or in this case explain away) beliefs.

- Further, pragmatics is about what actually does follow but should perhaps not be said, but when it comes to Ross’ paradox the majority of the informants denied that the inference follows at all, in other words they deny that the conclusion is true. These points tend towards the conclusion that these phenomena must be explained as genuine semantic intuitions, not pragmatic conventions in a Grice’s sense.
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